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PREFACE

Welcome to "Artificial Intelligence and Multimedia Data Engineering Vol. 1". In this book,
we embark on a captivating journey through the cutting-edge realms of artificial intelligence
(AI) and multimedia data engineering, exploring the remarkable synergies that exist between
these  two  rapidly  evolving  fields.  This  fusion  of  AI  and  multimedia  data  engineering  has
opened up unprecedented opportunities for innovation and has profoundly impacted various
industries, making it essential for researchers, practitioners, and enthusiasts alike to stay at the
forefront of this dynamic landscape.

Advancements  in  AI,  coupled  with  the  explosive  growth  of  multimedia  data,  have
revolutionized the way we interact with technology and perceive the world around us. From
computer vision and natural language processing to deep learning and intelligent systems, AI
has become an indispensable part of our lives, shaping our experiences in ways we could have
only imagined a few decades ago. Furthermore, multimedia data, including images, videos,
audio,  and  other  sensor-generated  content,  has  become  an  integral  part  of  our  digital
existence, leading to the creation of a vast ocean of information that needs to be efficiently
processed and harnessed.

The primary aim of this book is to present a comprehensive overview of the interdisciplinary
domain that intertwines AI and multimedia data engineering. Our endeavor is to provide a
well-rounded understanding of the fundamental concepts, techniques, and applications that
form the bedrock of this exciting field. Whether you are a seasoned professional seeking to
expand your knowledge or a newcomer eager to explore the frontiers of AI and multimedia
data engineering, this book caters to a wide audience with diverse interests and backgrounds.

Suman Kumar Swarnkar
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CHAPTER 1

A  Quantum-assisted  Diagnostics  Method  for
Intelligent Manufacturing
Vishal Sharma1,*

1  Department  of  Computer  Science  and  Engineering,  WILP  Faculty,  BITS  Pilani,  Jhunjhunu,
Rajasthan, India

Abstract: Present manufacturing machines have few methods to investigate machine
health.  To  minimize  issues  and  enhance  the  correctness  of  machine  decisions  and
automation,  machine  health  conditions  require  to  be  investigated.  Therefore,  the
evolution of a fresh investigating and diagnostics approach for additive manufacturing
machines is needed for better productivity in Industry 4.0. In the current chapter, an
intelligent technique for the condition monitoring of additive manufacturing (AM) is
described, where an accelerometer fitted on the extruder assembly is used to receive
vibration signals. The process errors with the printer were the worn-out timing belts
driving the extruder assembly. Quantum-based Support Vector Machine was simulated
to identify the 3D-printer status. The simulation outcomes presented here show that this
approach has better correctness as compared to the previous Support Vector Machine
techniques.

Keywords:  3D  Printer,  Additive  Manufacturing,  Industry  4.0,  Support  Vector
Machine.

INTRODUCTION

3D printer is one of the important fields of research under the Industry 4.0. This
technique  provides  many benefits.  Therefore,  it  is  essential  to  confirm feasible
and  safety  equipment  functioning.  If  mechanical  equipment  fail,  it  can  create
many issues [1 - 3]. Several scientists have done a lot of innovation, and proposed
many  impactful  fault  diagnosis  approaches  [4  -  9].  The  recent  research  work
accomplished  in  the  domain  of  quantum  technologies  [10  -  19]  showed  a
significant  improvement  in  terms  of  speed,  accuracy,  security,  and  parallel
processing  with  minimum  resources.

* Corresponding author Vishal Sharma: Department of Computer Science and Engineering, WILP Faculty, BITS
Pilani, Jhunjhunu, Rajasthan, India; E-mail: bits.vishal11@gmail.com

Suman Kumar Swarnkar, Sapna Singh Kshatri, Virendra Kumar Swarnkar & Tien Anh Tran (Eds.)
All rights reserved-© 2023 Bentham Science Publishers
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3D printing is a suitable term to detail the techniques of additive manufacturing.
The  term  3D printing covers many techniques [17]. 3D printing techniques have

the  strength  to  make  better  science,  technology,  and  engineering  as  well  as  to
speed up manufacturing techniques. While the possible uses of 3D printing have
been enhancing over time, a number of problems continue to stop its widespread
acceptance [19]. The main difficulties in 3D printing are increased manufacturing
time  as  compared  to  standard  methods,  dimensional  correctness,  non-linearity
(many resolutions for X, Y and Z axes, wall thickness), material properties and
system cost.  All  these  are  being  highlighted  by  the  machine  manufacturers  for
improvement in the manufacturing steps [20].

Even though additive manufacturing has been present since the 1980s, it was not
until recently that 3D printing was deployed in commercial manufacturing [19].
Hence,  a  diagnostics  model  could  be  framed  for  a  3D  printer  in  case  of
unsuccessful timing belts. Acoustic emissions of 3D printers were also analysed
[17, 19]. The printer was run at many nozzle temperatures. The experiments were
carried  out  to  analyse  the  condition  monitoring  of  the  nozzle  through  the
deployment  of  a  vibration  sensor  [21].

Here we try to construct a real-time diagnostic approach for condition monitoring
of the machine, in order to find out and preclude breakdowns and process failures.
The  comprehensive  target  is  to  get  better  process  reliability,  dimensional
correctness of  the product,  and automation of  Additive manufacturing.  Mainly,
the concentration is on the health status of the belts driving the extruder. They are
important  parts  of  a  3D  printer  device  which  impact  the  overall  feature  and
efficiency of the product. In the current chapter, an analysis of the reliability of
PHM-based vibration signal analysis is described and based on the results from
the signal, a diagnosis model for a 3D printer fault detection is constructed [22].

METHODOLOGY

With the demand of AM, its health status observation has become an important
and untouched field of research [23]. The complete working procedure is shown
in Fig. (1).

Feature Selection

It is required to know important parameters and remove repeated ones.

Fig.  (1)  likely  illustrates  the  steps  or  stages  involved  in  diagnosing  issues  or
problems related to a 3D printer. It visually represents the diagnostic workflow,
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showing  the  sequential  or  parallel  steps  involved  in  identifying  and  resolving
printer malfunctions or errors.

Fig. (1).  3D Printer Diagnostic Process [2].

Results

In Fig. (2), 3D-Printer Test Rig likely refers to a figure depicting a test setup or
apparatus specifically designed for testing and evaluating 3D printers.

Fig. (2).  3D-Printer Test Rig [2].
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CHAPTER 2

Evaluation of Bio-inspired Computational Methods
for Measuring Cognitive Workload
R. K. Kapila Vani1,* and Jayashree Padmanabhan2

1 Department of Computer Science and Engineering, Sri Venkateswara College of Engineering,
Valarpuram, Tamil Nadu, India
2 Anna University, Chennai, India

Abstract:  Evaluating  mental  workload  is  crucial  to  preserve  health  and  prevent
mishaps.  The  reliability  and  mental  states  of  individuals  in  any  human-computer
interaction scenario are assessed utilizing features of the electroencephalogram (EEG)
by  means  of  many  approaches  in  machine  learning  and  deep  learning  This  study
reviews and identifies the multiple Machine Learning and Deep Learning algorithms
used  for  workload  assessment,  as  well  as  the  various  datasets,  characteristics,  and
features that contribute to workload assessment. When ML and DL approaches were
compared, it was found that deep learning techniques and ensemble techniques work
best  when  EEG's  Power  Spectral  Density  Features  are  used.  We  have  also  used
optimization  techniques  like  GWO  and  taken  into  account  numerous  features  from
various  domains  and  assessed  the  workload.  This  study  discovered  that  when
measuring  cognitive  load,  features  like  PSD  were  employed  and  deep  learning
algorithms  were  applied  if  algorithm  performance  was  crucial.  However,  when
accuracy was valued more highly, all features were taken into account and only a small
subset of them was chosen using optimization techniques. The latter method was found
to be more accurate and reliable than the methods currently in use.

Keywords:  Cognitive  workload,  Deep  learning,  Electroencephalogram  (EEG),
Machine learning, Optimization techniques.

INTRODUCTION

The Brain Computer Interface (BCI),  a key method of communication,  enables
people to control portable gadgets with their thoughts. The electroencephalogram
(EEG) signal is currently the foremost used signal in BCI systems because of its
high temporal resolution and utility. It is regarded as an example of non-invasive
measurements.  Berger  was the  first  person  to identify  electroencephalography

* Corresponding author R. K. Kapila Vani: Department of Computer Science and Engineering, Sri Venkateswara
College of Engineering, Valarpuram, Tamil Nadu, India; E-mail: rkkapilavani@svce.ac.in

Suman Kumar Swarnkar, Sapna Singh Kshatri, Virendra Kumar Swarnkar & Tien Anh Tran (Eds.)
All rights reserved-© 2023 Bentham Science Publishers

mailto:rkkapilavani@svce.ac.in
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(EEG) impulses in the human brain in 1929 and since then more study has been
done on brain electrical signals. Research on BCI technology has become a rising
trend in recent years, thanks to faster computer hardware, machine learning, and
the  application  of  neuroscience  [1].  Applications  for  BCI  include  disease
detection, emotion detection, motion recognition, and e-learning. This study aims
to evaluate the effectiveness of several algorithms while assessing the cognitive
load or working memory of an individual.

Working memory relates to the capability of tracking numerous bits of knowledge
while  tackling  a  single  challenge  [2].  Cognitive  load  refers  to  the  task  strain
placed on working memory, when participating in mental activity [3]. The level of
cognitive  load  that  BCI  interface  users  endure  is  primarily  related  to  how
successfully they do their tasks [4]. Cognitive stress is related to working memory
tasks requiring executive control. Maintaining the optimal level of cognitive load
will  increase  precision  and  efficacy.  Deteriorating  performance  in  areas  like
Public transit systems, airline traffic control or combat activities could result in
catastrophic accidents [5]. In these industries, the creation and assessment of a job
activity necessitate an evaluation of the cognitive strain [6].

Subjective  and  objective  indicators  of  cognitive  workload  have  been  identified
and discussed below. Subjective assessments are based on operators' perceptions
and  self-rating.  Cognitive  workload  is  measured  by  surveys  like  the  National
Aeronautics  and  Space  Administration-Task  Load  Index  [7].  Although  these
methods are easy to use, they do not result in timely and reliable data. However,
realistic  assessments  that  focus  more  emphasis  on  task  performance  and
physiological  indications  may be  useful  in  resolving the  aforementioned issues
[8].

Amongst participants, EEG signals are weak, chaotic, and non-stationary. In light
of  this,  finding  significant  characteristics  in  EEG  remain  a  difficulty.
Conventional analytical techniques rely on empirical tests to confirm differences
between  attributes,  like  power  changes  with  specialized  frequency  ranges  that
may not provide sufficient modelling power. The literature has produced a variety
of machine-learning techniques to deal with these problems [9]. From data that
faithfully  reflects  the  intrinsic  rules,  machine  learning  may  extract  prejudiced
traits and utilize them to build prediction models.

Even though numerous papers discuss how to evaluate cognitive workload using a
variety of physiological data, many are not aware of the use of machine learning
techniques  for  accurately  identifying  cognitive  burden  based  on  EEG.  For
instance, a study [10] examines 24 cognitive workload assessment systems that
incorporate a wide range of physiological factors. Recent assessments and multi-



Bio-inspired Computational Methods Artificial Intelligence and Multimedia Data Engineering, Vol. 1   11

modal integration for the cognitive load put a special emphasis on a number of
physiological markers. The objective of this research was to fill the vacuum by
reviewing  the  machine  learning  and  deep  learning-based  cognitive  workload
assessment methods and highlighting the most  important  developments in their
application to the identification of cognitive burden [11].

In this study, we assess the cognitive strain with EEG data using different ML and
DL techniques. The ideas, applications, and key concepts of cognitive load and
machine  learning  are  covered  in  the  subsequent  sections.  The  first  section
introduces  concepts  related  to  cognitive  workload  [12].

COGNITIVE WORKLOAD

Definition and Applications

The cognitive load is described as “the relationship between the function linking
the  mental  resources  requested  by  a  task  and  those  resources  accessible  to  be
supplied by the human”. Social and contextual influences, individual differences,
shifts  in  functional  state,  task  difficulty,  and  more  can  all  have  an  impact  on
cognitive load [13]. Operators may come across underload, normal, and overload
workload conditions in real-world scenarios. Maintaining a healthy and balanced
workload  can  help  operators  perform  safely  and  productively.  In  recent  years,
computer-assisted  diagnoses  such  as  cancer,  depression,  schizophrenia,  and
autistic  spectrum  disorder  have  also  used  cognitive  workload  [14].

Task Models

To  perceive  different  cognitive  workload  states,  people  are  usually  needed  to
engage in  tasks  of  varying complexity  levels.  The most  common technique for
simulating  cognitive  burden  is  operating  a  machine  in  a  real  or  virtual
environment or conducting a cognitive task in a controlled laboratory setting. The
models are divided into two categories: cognitive and operational [15].

Cognitive Task Model

The participants  were  generally  expected  to  perform a  few physical  operations
while  engaging  in  mental  activity.  Reading  and  mental  arithmetic  tasks  often
demand  the  temporary  processing  and  storage  of  informative  elements.  These
tasks  include the  Sternberg  working memory test,  the  n-back working memory
test, and others [16].
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CHAPTER 3

Managing Libraries and Information Centres using
Cloud Computing
C. A. Harikrishnan1,*

1 Department of Computer Science and Engineering, Trivandrum, Kerala, India

Abstract: Cloud computing is basically a new phenomenon for providing services over
the  internet.  The  biggest  plus  point  of  cloud  computing  is  that  it  uses  third-party
hardware  and  software  applications  for  providing  services.  It  is  very  much  cost-
effective and easy to maintain. This type of emerging technology is being adopted by
the  21st  century  libraries  and  information  centres.  Cloud  computing  can  be  used  in
libraries  to  provide  better  services.  Cloud  computing  allows  users  of  the  library  to
access  information  from  any  geographic  location.  Cloud  computing  is  helpful  for
libraries and information centres in automating and managing their services.

Keywords: Automation, Cloud computing, Digital library, OPAC, Repository.

INTRODUCTION

Information and communication technology has made revolutionary changes in
the functioning of  libraries  and information centres  [1].  Now we have libraries
and information centres without walls. Information can be accessed by the users
with  the  help  of  Cloud  computing  services  without  even  visiting  libraries  or
information  centres.  Libraries  are  now  acting  as  data  centre  which  require
computers to operate in a better way. The latest trend in the field of Library and
Information  Science  is  the  use  of  cloud  computing  for  storage  and  retrieval  of
information. There is a paradigm shift from traditional library management to a
more systematic, technical and user-oriented one. Cloud computing offers more
personalized service which ultimately leads to more user satisfaction [2].

Multinational  companies  like  Amazon,  Microsoft,  Google  and  so  on  are
developing cloud computing systems and providing services to a  wide variety  of
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users.  There  are  basically  three  segments  in  cloud  computing;  they  are:  i)
Application,  ii)  Storage  and  iii)  Connectivity.  Each  of  these  segments  serves  a
different purpose and also offers different types of products for business purpose
and for individual purposes.

DEFINITION OF CLOUD COMPUTING

The  National  Institute  of  Technology  and  Standards  (NIST)  defines  Cloud
computing as a model for enabling, convenient, on-demand network access to a
shared pool of configurable computing resources [3].

Garner defines cloud computing as a style of computing where massively scalable
IT-related  capabilities  are  provided  as  a  service  using  Internet  technologies  to
multiple external customers.

CHARACTERISTICS OF CLOUD COMPUTING

i. It supports a wide group of platforms such as workstations and mobile devices.

ii. It works efficiently with multiple users and multiple applications.

iii. It reduces the cost of services.

iv. It works very fast in the distributed computing environment.

v.  Users  can access  information from any corner  of  the  world  with  the  help  of
network/internet connectivity.

vi. There are very less chances of infrastructure failure. It is reliable and ensures
on-demand provision of resources.

vii. Resource usage can be monitored and measured based on utilization by the
users.

viii. Cloud computing applications are installed on a common platform and can be
accessed from various places.

ix.  Services  can  be  accessed  using  Application  Programming  Interfaces  on  the
cloud and it can be paid as per the usage.
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TYPES OF CLOUD

Public Cloud

A public  cloud  environment  is  owned by  a  cloud  provider  and  is  accessible  to
many  businesses  through  the  Internet.  Public  clouds  are  ideal  for  small  and
medium-sized  businesses  whose  budget  is  less  [4].

Private Cloud

A  private  cloud  is  owned  by  a  single  business  party/firm.  It  offers  a  more
controlled environment. It can offer a higher level of security and autonomy [5].

Hybrid Cloud

A hybrid cloud model provides a tailored IT solution, seeking the benefit of both
public and private cloud models.

SERVICES PROVIDED BY CLOUD COMPUTING

Platform as a Service

It provides customers the freedom to build their own applications which run on
the provider’s  infrastructure.  Platform as a service provider offers  a  predefined
combination of OS and application servers such as restricted J2EE, Ruby, etc. [6].

Examples: Google’s App Engine, Force.com etc.

Infrastructure as a Service

It provides basic storage and computing capabilities as standardized services over
the  network.  The  customer  can  typically  deploy  his  own  software  on  the
infrastructure.

Example: Amazon, 3 Tera, Go Grid etc.

Software as a Service

In this model, the customer needs not to invest in servers and software licences,
while for the provider, the cost is lowered because only a single application needs
to be hosted and maintained [7].

Examples: Microsoft, Zoho etc.
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CHAPTER 4

Biometric  Voting  using  IoT  to  Transfer  Vote  to
Centralized System: A Bibliometric
Richard  Essah1,*,  Darpan  Anand2,  Surender  Singh3  and  Isaac  Atta  Senior
Ampofo4
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Abstract:  Several studies have empirically explored biometric voting using the IoT to
transfer  votes  to  the  central  system.  There  aren't  many  bibliometric  studies  that
categorize the output in this area, though. By keeping an eye on the papers posted on
the Scopus platform, this study’s goal is to present a research bibliometric analysis of
biometric voting utilizing IoT to transfer votes to a central system, classifying trends,
the state of the art, and other indications. 267 different materials made up the sample.
Using the VOS viewer program, the data was processed and the outcomes graphically
represented.  According  to  a  study,  that  examined  publications’  simultaneous
occurrence by year, trends of keyword, co-citations, coupling bibliographic, and co-
authorship analysis,  institutions,  and countries,  the body of knowledge on biometric
voting that uses the Internet of Things to transfer votes to a central system is expanding
quickly. More than 530 citations were found in just eight works. However, there are
other industrious writers. The most significant of the 267 sources used in the review
were published in 26.066 percent of the papers. China is the world's leader in this field.
This study offers knowledge about the current state of the art and indicates research
opportunities and gaps in IoT-based biometric voting.

Keywords: Blockchain, Bibliometric, Centralised system, IoT, Vos viewer.

INTRODUCTION

The astounding spread and quick development of technology in many spheres of
life has greatly aided humankind as a whole [1]. Voting has historically been the
main way for people to express their thoughts on topics and subjects that are imp-
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ortant to them [2]. Voting is a democratic practice. The election process is crucial
in democracies because it takes place on a regular basis with the participation of
people who have attained voting age and are permitted to do so. Because of this, it
is  urgently  necessary  to  guarantee  the  integrity  of  the  elections  by  providing
citizens with protection and security so that they can vote in comfort [3]. Many
nations have had authoritarian governments that lacked honesty and openness in
the  voting  process.  Having  an  election  system  focused  on  safety,  integrity,
protecting votes from repetition, manipulation, and tampering, as well  as faster
results  delivery,  is  a  solution  for  several  governments  seeking  to  improve  and
demonstrate their transparency and credibility in the public eye [4]. In democratic
administrations, the practice of voting is utilized to allow the populace to select
their representatives. Modern democracies are founded on voting, whether it is by
electronic voting (e-voting) or traditional voting based on ballots. Apathy voters
have  been  rising  recently,  particularly  among  the  younger,  more  tech-savvy
generation [5]. E-voting is promoted as a potential way to get more young people
to vote [6, 7]. Many security and functional requirements, such as transparency,
correctness, auditability, data and system integrity, privacy and secrecy, authority
distribution, and availability, are listed for a reliable e-voting scheme [8 - 10]. Our
suggested method depends on blockchain and Internet of Things (IoT) technology
to  provide  security  and  high  performance  because  the  IoT  and  its  applications
have become nations’ future looking to expand their fields [11]. IoT is viewed as
numerous devices’ collection linked together in a network to exchange data that,
once  processed,  can  be  utilized  to  make  the  proper  decisions  when  they  are
needed.  The  word  “IoT”  often  defines  interconnected  objects’  networks.  It  is
made  up  of  billions  of  interconnected  “things”  or  gadgets  that  can  perceive,
calculate,  communicate,  and maybe trigger  [12].  The technology of  blockchain
has been around since the 1980s, and today there is more interest in it than ever
before thanks to the 2009 invention of the digital currency known as Bitcoin [13].
Blockchain equations were the technology used in the development  of  Bitcoin,
which was regarded as a  widely used digital  currency in financial  transactions.
Credibility  and  security  issues  affect  voters'  ability  to  cast  valid  ballots  in
elections. Others stay away from the polls to escape the commotion and lengthy
lines.  The  use  of  traditional  voting  procedures  in  elections  has  a  number  of
drawbacks,  including  fraud  in  the  voting  process;  stuffing  extra  ballots;  faking
certain ballots; difficulty with counting; and delays in reporting the results. For
governments,  the  voting  process  is  challenging  because  of  all  these  issues.  To
tackle  these  issues,  it  is  a  good  idea  to  create  a  quick,  secure,  and  dependable
system [14]. In some nations, such as India, for example, there is a difficulty with
voting centers (kiosks), as they are not widely dispersed. Because these facilities
are  located in  different  locations,  remote from some communities,  they require
employees  to  maintain  them.  Voters  must  travel  great  distances  to  cast  their
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ballots, which will decrease the number of citizens who should vote. As a result,
our  method  is  viewed  as  a  solution  to  this  problem  because  machines  do  not
require human intervention to operate, allowing authorities to position them near
all populous areas and are capable of placing multiple devices in the same space.
Voting centers, punch-card voting, optical scan voting, and electronic voting are a
few examples of technologies that were deployed (kiosks). It also covers a variety
of  network  types,  including  mobile  networks,  private  computer  networks,  and
online  social  media  usage.  These  outdated  electronic  voting  systems  have
evolved,  though,  as  a  result  of  technical  advancements,  and  the  academic
community is  now more interested than ever  in  voting equipment  that  uses  the
Internet of Things [15]. This system will only be used in government elections.
Likewise,  in  questionnaires  and  referendums,  as  well  as  by  private  and
governmental  organizations  to  learn  what  the  public  thinks  about  a  particular
service  or  product,  or  by  community  organizations  or  institutions  that  want  to
understand what the general public thinks about a particular issue. The solution
depends on blockchain and the IoT working together to provide speed, efficiency,
and  security  in  biometric  voting.  Similar  studies  have  been  done  on  biometric
voting using IoT to transfer vote to centralized system [16, 17]. Thus, there is the
need  to  measure  these  similar  studies  as  well  as  to  assess  the  productivity  of
specific scholars, nations, journals, and other performance levels.

LITERATURE REVIEW

Along  with  the  suggested  works  in  this  paper  to  advance  the  voting  electronic
process  and  improve  its  reliability  and  efficiency,  we  will  present  several
solutions that were stated in previous researchers’ works that combined electronic
voting  and  blockchain  in  this  section  to  permit  decentralization  for  the  voting
electronic  process  and  its  services.  South  Korea  participated  in  tests  with
electronic voting on the blockchain. Gyeonggi-do Province launched it in March
2018 and did so initially. Officials feel that despite the fact that this was only tried
on a small scale, with only 9,000 participants, it demonstrates the possibility of
adopting Blockchain technology for voting online [18]. A specific mechanism has
been put  forth by researchers in an effort  to address the issues with the central
electronic voting procedure. By fragmenting and encrypting the data and building
a  network  of  peer-to-peer,  the  blockchain  technology  of  Ethereum,  which  is
centered on a  network decentralized,  assures  a  secure  vote.  It  is  the  method of
uniquely identifying a vote using the Aadhar number provided by the government,
which is connected to a distributed ledger that buries the inner difficulties of the
consumer. By connecting all voters with a private and public key, it is possible to
assure voter verification and prevent double voting. Because the Aadhar number
verification technique is not totally secure, additional measures like a verification
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CHAPTER 5

Face  Recognition  using  Convolutional  Neural
Network Algorithms
Eram Fatima1,*, Ankit Kumar1 and Anil Kumar Singh1
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Abstract: Biometric applications have massive demand in today’s era. The areas of
applications are mostly linked with the security of the system. Biometric features are
regarded as the primary resource for security purposes due to their own distinctiveness
and non-volatile essence. System authentication using biometrics is considered to be a
sophisticated technology. Noise effect inducts variation in the biometric subject that
causes  an  adverse  impact  on  establishing  the  recognition.  The  proposed  model
supported  the  development  of  an  effective  method  for  performing  facial  biometric
feature recognition. The model's goal is to reduce the number of false approvals and
refusals.  The  proposed  algorithm  has  been  applied  over  a  video  dataset  containing
surveillance video frames that capture facial subjects dynamically. The first step is the
pre-processing of the video frames that have been carried out in the proposed model.
Then, the Viola-Jones algorithm was applied to detect the facial subjects in the video
frames. Feature extraction from the facial subject has been accomplished by applying a
deep  reinforcement  learning  algorithm.  Further,  the  proposed  model  applied  a
convolutional neural network (CNN) algorithm to perform feature recognition of facial
identity accurately. The proposed technique aims to maintain a huge recognition rate of
dynamic  facial  subjects  under  various  unprecedented  noise  variations.  In  the
classification  algorithm,  the  recognition  accuracy  is  found  to  be  98.85%.

Keywords: Convolution neural network, Deep reinforcement, Face recognition,
Pre-processing learning.

INTRODUCTION

Any  individual's  biometric  features  contain  extremely  important  information.
System authentication that uses biometric features is pretty common and reliable
nowadays;  even  so,  due  to  vulnerabilities  in  communication  systems,  such
features  can  be  hijacked  or  bypassed  by  an  imposter  to  establish  redundant
authentication in the system. Biometric identity is a type  of user's permanent  and
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unique  identity  that  is  used  to  keep  the  user's  authentication  secure.  Within  an
image's areas, segmentation divides it into elements or artifacts. It is an important
instrument for the processing of facial images as described by Rafael & Richard
(2017) [1]. Segmentation is an important method for radiological assessment or
computer-aided diagnosis  in  most  medical  image processing and classification.
Face  detection  and  recognition  seem  to  be  useful  in  a  wide  variety  of  video
processing  application  fields,  including  user  authentication,  video  forensic
investigations,  as  well  as  a  wide  range  of  many  other  video  processing
applications. The recognition rate may be negatively affected if facial features are
read  within  the  less-quality  frames  in  the  video  [2].  It  speeds  up  the  feature
learning  process  in  models  where  feature  statistics  aren't  efficient  enough  to
guarantee  exact  recognition.  The given paper  uses  deep reinforcement  learning
with the CNN algorithm to tackle the issues of low-quality video data. Different
layers  of  CNN  effectively  analyze  a  video's  low-quality  frame.  The  CNN
classifier  accomplishes  the  goal  of  facial  image  classification  using  extracted
features.  The  work's  major  contribution  is  that  it  continues  to  attain  face
recognition using dynamic video input instead of static pictures. This same video
data is adopted from the chokepoint dataset [3], which is a standard database. This
paper employs the concepts of Viola Jones, pre-processing, deep reinforcement
learning,  as  well  as  CNN to  efficiently  implement  face  recognition.  This  work
aims to contribute by detecting and identifying the facial subject from video input
under relatively undiscovered circumstances including poor illumination, noise,
blurring, different poses, angles, changing expressions, and so on. Over the past
few decades, the utilization of artificial intelligence (AI) and deep learning (DL)
has consistently risen. Studies centered on convolutional neural networks (CNNs)
have gained significant prominence, given their effectiveness in analyzing images
and other forms of structured data. CNNs are widely regarded as a powerful tool
in this regard [4].

The goal of this research is to reduce error rates (FAR and FRR) under various
image processing threats. The model's reliability for vibrant input, including such
video data, is confirmed by this work [5]. A specific video frame can sometimes
contain images of multiple individuals, making it difficult for any basic model to
identify  and  recognize  each  face  individually.  The  suggested  model  performs
exceptionally well in a frame of multiple faces while retaining high recognition
accuracy.  The  remaining  modules  are  arranged  as  follows:  Module  II
demonstrates  the proposed methodology.  Module III  contains the results  of  the
experiment.  The  conclusion/proposal  will  be  summarized  in  last  section.
References  are  kept  in  the  final  module.
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PROPOSED METHODOLOGY

The suggested method collects data of video with a video recorder on the inside of
any room which records distinct individuals who enters the room. A few video
frames of  data input  comprise various images of  the same person.  These video
frames  are  then  analyzed  to  see  if  each  user's  face  can  be  recognized.  Fig.  (1)
shows sample input video dataset [5].

Fig. (1).  Frames from the input video.

As shown in the diagram above, several people have indeed managed to capture
throughout video frames. The image resolution is 552X480 pixels and the frame
rate is 30 frames per second. The dataset contains 48 video sequences and 64,204
face images in total.

Viola Jones

A  system  with  the  efficiency  to  detect  objects  in  real  time  can  able  to  fetch  a
portion  of  the  facial  subject  of  individuals  from  the  input  video.  One  of  these
kinds  of  systems  termed  as  “Viola  Jones”  has  been  utilized  in  the  proposed
solution.  To  find  facial  portions  throughout  video  frames,  the  model  uses  the
Viola-Jones scheme, which detects features of haar from facial portions [6]. These
characteristics are indistinguishable from one another and are unaffected by noise,
poor lighting,  an abnormal expression,  or even the pose of an individual in the
recorded video frame. The algorithm tracks the subject's face by scanning every
one of the video frames' situated feature points and enclosing it in a rectangular
surrounding.  The  area  of  a  rectangular  surrounding  has  been  computed  and
compared to the sum of the values of each feature point to generate Haar feature
points.  A  few  video  frame  samples  of  the  extricated  facial  subjects  have  been
presented in Fig. (2).
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CHAPTER 6

Multimedia Security in Audio Signal
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Abstract:  The  security  of  Digital  media  has  been  varying  continuously  due  to
advanced malware attacks. Multimedia security has become one of the major concerns
since new technologies are introduced. The proposed paper applied the watermarking
technique in digital audio signals in which unique data is inserted in one-dimensional
data in such a way that it must not affect the major information of the audio signal. The
hybrid decomposition scheme has been applied to  the audio data  in  order  to  extract
features in terms of energy bands. The data is kept hidden in a low significant energy
band  that  contains  less  information.  This  watermarking  technique  ensures  the
ownership  of  the  multimedia  data.  Only  authorized  authors  can  be  able  to  claim
ownership of the audio data. The correct authorization of audio data can be proven by
the extraction method in which the hidden watermark data has been extracted back to
its  original  form  without  leaving  any  distortion  in  audio  data.  The  proposed  work
introduces  a  hybrid  approach  to  watermarking  2D data  into  an  audio  file.  A  hybrid
audio decomposition technique was introduced by the proposed scheme in which a dual
form  of  audio  decomposition  method  has  been  applied  containing  Fast  Fourier
transform (FFT) and Cordic QR scheme. The correct location from the energy band has
been  found  to  embed  the  watermark  data.  Before  the  embedding  procedure,  the
watermarking  data  has  been  selected.  The  proposed  method  selects  an  image
containing  information  as  a  watermark  that  is  first  encrypted  before  initiating  the
embedding  process.  Watermark  Encryption  has  been  done  using  a  cyclic  coding
algorithm and Arnold’s cat map. The disintegration of the audio file will finally result
in Q and R matrices. Both such matrices are of orthogonal type. Then, the encrypted
watermark  data  has  been  implanted  in  a  random  fashion  in  the  R  component  of
decomposed audio data during the embedding process. The inverse procedure has been
applied for the watermark extraction and decryption process.

Keywords:  Fast  fourier  transformation,  Q-R  cordic  decomposition,
Watermarking in  audio  signals,  Watermark encryption,  Watermark embedding,
Water- mark extraction.
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INTRODUCTION

Multimedia security is one of the challenging concepts in research field. Securing
multimedia using encryption is found to be the most frequently used technique.
Various encryption techniques [1] have been utilized earlier but few challenges
remain untouched. The basic challenge is to tackle advanced hacking algorithms
[2]  that  generally varies  according to an algorithm. A cyber  attacker  is  used to
exploit  the  vulnerability  of  the  existing  system  and  uses  hacking  algorithm  to
obtain  unauthorized  access.  When  it  comes  to  digital  rights  management,  the
watermarking  [3]  method  is  one  of  the  reliable  techniques  applied  to  secure
multimedia content  by hiding watermark data in the host  multimedia data.  The
challenging concept in the watermarking approach is to maintain balance among
imperceptibility, robustness, and payload. The watermarked audio signal must be
imperceptible  so  that  no  watermark  hidden  clue  can  be  generated  in  terms  of
noise.  The  robustness  has  been  measured  under  the  application  of  signal-
processing attacks. The influence of the hidden watermark has been seen under
the application of attacks in multimedia signals. Payload is the amount of the data
that will be inserted into the host multimedia. Therefore, the maximum payload
must  be  kept  in  order  to  maintain  digital  right  management  while  maintaining
imperceptibility and robustness. Various existing approaches [4] fail to establish a
balance  among  these  three  factors  and  therefore  may  leave  a  loophole  for  the
imposter.

RELATED WORK

A model based on a human interface system contains an input sensor to employ
facial  expressions,  an  ECG  signal  reader,  a  voice  recorder,  a  body  movement
video  recorder,  etc.  The  interface  records  the  body  signals  to  extract  feature
variation that can be used for watermark hiding. Liscombe et al.  [5] performed
feature extraction from non-static speech one-dimensional input signal containing
amplitude, pitch, frequency variation, etc. In the past years [6], various algorithms
were developed to recognize human feelings. Researches include algorithms such
as support vector machine, Gaussian mixture models, hidden Markov models, etc.
in order to find suitable energy bands for the embedding process. A multimodal
[7]  system for  the watermarking of  image data into facial  expression signals  is
used,  in  which  two  different  body  signals  are  employed  over  a  single  deep
learning algorithm for better embedding. Pan et al. [8] studied a hybrid fusion of a
multimodal system by using visual and textual signals from an individual for the
watermarking  approach.  The  model  uses  an  LSTM  algorithm  for  feature
extraction  from  both  datasets.  Siriwardhana  et  al.  [6]  implemented  a  self-
supervised learning model for the textural input data from people to embed the
data by applying modalities in the feature vector. Priyasad et al. [7] introduced a
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deep  learning  scheme  for  the  analysis  of  features  such  as  acoustic  features  by
applying the band pass filtering technique. The features are represented in the N-
gram level in a bidirectional recurrent network. Krishna et al. [8] utilized a raw
waveform dataset over a neural network algorithm. They applied audio processing
in order to refine the feature vector to obtain the enhanced energy spectrum for the
insertion of the watermark so that the data must be hidden in good format. Lee et
al. [9] applied a deep learning algorithm that uses a multimodal system containing
textual  details  and  facial  images  in  order  to  find  a  correlation  between  the
embedding and extraction process. Liu et al. [10] used an LSTM network for the
recognition of emotions from audio features. The method was also tested with a
machine  learning  algorithm  for  feature  analysis.  LSTM  modal  describes  the
interpretation of lyrics from audio signals and correlates the meaning variation of
noises for the detection of any hidden entity in the host signal. Most strategies in
earlier literature [11] were based on facial expression correlation watermarking
hiding  technique.  The  facial  image  dataset  contains  a  2-dimensional
representation  of  Gabor  wavelet  for  the  extraction  of  characteristics.  Table  1
shows the literature that presents various strategies for emotion recognition. Each
study focuses on different modalities, techniques, datasets, and feature vectors for
accurate emotion classification. The accuracy obtained in each study is reported as
the  average  accuracy  achieved  based  on  their  respective  experiments  and
evaluations.

Table 1. Few recent literature containing various emotion recognition strategies.

  Reference   Modal    Technique Dataset   Feature vector Accuracy
Obtained

Jayalaxmi J et al.
[3]

  SVM,
KNN

   Blind water-
marking

JAFFE   LBP, DTC,
  Viola Jones face

detection

91.85%
average
accuracy

Li W et al. [4]   CNN    Hybrid feature
decomposition

CIFE
dataset

  Filter, transforms
and viola jones
face detector

82.4%
average
accuracy

  Mehendale
N. et al. [5]

    Deep
Learning

   Spatial do- main CMU,
NIST

dataset

  Skin tone
detection

85%
average
accuracy

Islam B. et al. [6]   ANN    Frequency Domain JAFFE   HOG, LBP,
  Viola Jones

93.51%
average
accuracy

Singh G et al. [8]   ROI
based FER

   Hybrid de-
composition

JAFFE   Audio features 75%
average
accuracy
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CHAPTER 7

Recent  Advancements  and  Impact  of  Multimedia
in Education
Gausiya Yasmeen1, Syed Adnan Afaq1,*, Mohd Faisal1 and Saman Uzma2
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2 Cubeight Solutions Sydney, Sydney, Australia

Abstract:  The term “multimedia learning” refers to education that combines words
and  images.  Reading  a  physics  textbook,  seeing  a  recorded  lecture,  or  watching  a
PowerPoint presentation are all examples of multimedia learning. Also with the advent
of artificial intelligence, the format of the learning procedure has now become more
advanced, personalized, and relevant as students can get their answers more random
with  full  specification  as  compared  to  earlier  processes.  The  21st  century,  known
colloquially  as  the  era  of  information  and  technology  (IT),  is  currently  in  effect.
Nowadays, the educational sector makes extensive use of information and technology
to make teaching and learning successful and enjoyable for both teachers and students.
Teachers  are  the  cornerstone  of  any  society  that  is  able  to  function.  The  use  of
technology  is  crucial  in  teacher  training  programmers.  Students  can  learn  and  gain
information through varied sources like the Internet, digital media, cable networks, and
social media sites like Whatsapp, Linkedin, Igo, Line, Facebook, Twitter, and Wechat.
Thus,  multimedia,  Information,  and  Communication  Technologies  (ICT)  play  a
significant role in training purposes and enhancing skills of teaching abilities. In the
ushering era of technology, namely multimedia, it is now utilized as a teaching tool.
Multimedia  applications  can  be  designed  in  effective  ways  to  produce  successful
educational results, according to several researchers and educators. Not only that, but
we'll also talk about the definition of multimedia, how it relates to learning tools, the
idea of multimedia applications, how they're made using various media, the kinds of
educational components that encourage students to learn in their natural environments,
and real-world problems. This article explains the concepts and traits of multimedia
and  educational  components.  In  light  of  the  many  altering  needs  of  our  society,
attention is  now paid to various educational  conceptions and practices.  Changes are
being  made  in  teacher  education  as  well,  as  per  these  beliefs  and  practices.  The
interdisciplinary  approach,  correspondence  courses,  orientation  courses,  and  other
modern  trends  in  teacher  education  are  included  below.  Other  methods  utilized  in
teacher education include team teaching, programmed instruction, micro-teaching, and
simulations. Action research is now used in teacher education as well.
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INTRODUCTION

An educational scenario where a pupil has the power to study the module at one’s
own  place  and  in  accordance  with  one’s  own  preferences,  needs,  and  thought
abilities where interactive multimedia for instruction is most commonly used. The
major purpose of collaborative multimedia study material is to completely alter
the role of the instructor rather than to completely exchange the educator. As a
result, multimedia ought to be exceptionally well-designed and clever enough to
replicate  the  best  educator  by  integrating  the  best  design  techniques  with  the
numerous  components  of  cognitive  processes.  In  the  sphere  of  education,  we
support  classroom instruction via  audio,  video,  slides,  overhead transparencies,
etc. A mixture of many media is referred to as multimedia. People began utilizing
computers  to  accomplish  numerous  jobs  to  ease  their  lives  as  they  became
commonplace  in  society.  A  trustworthy  technical  advancement,  interactive
multimedia has the ability to update how we read and discover new information.
Information  and  Communication  Technology  (ICT)  is  a  key  component  of
modern life in practically every aspect. The use of ICT technologies in the social
and  academic  spheres  has  altered  the  social  and  academic  environment  as  a
whole.  All  schools,  colleges,  and  institutions  remain  closed  due  to  lockdown
during the COVID-19 epidemic [1]. This has an impact on student academic loss.
In  order  to  counter  this,  ICT  technologies  are  utilized  to  stop  academic  loss
among students, keep in touch with them, keep them engaged, offer them tasks,
and  get  their  feedback.  Information  and  communication  technology  (ICT)  has
steadily  raised  the  bar  for  education,  affecting  instructional  strategies,  learning
techniques,  scientific  inquiry,  and  information  availability.  Information  and
communication technology (ICT) emphasizes the role of an intelligent building
management  system  by  integrating  telecom,  computers,  the  internet,  tools,
middleware, storage, wireless communications, phone, text messaging, video and
audio, networking sites (Face book), voice over Internet protocol (VoIP), as well
as other communication mediums [2]. All aspects of digital data storage, retrieval,
modification, transmission, and receipt are covered. It has slowly evolved from an
educational  society  to  a  knowledge  and  information  society,  transforming  the
economy into a knowledge economy and assisting countries in developing their
ability for knowledge-based wealth creation. It is a leading-edge high-tech method
that will have a huge impact on the educational system.

The obligation to educate children falls on every country. It is a fundamental right
of  theirs.  However,  it  also  refers  to  the  right  to  get  great  education  from  a
qualified  teacher,  not  only  the  right  to  access  education.  Education  has  a  long
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history of being associated with social responsibility and societal empowerment
procedure.  However,  the  era  of  globalization,  is  evolving  around  a  socio-
commercial  pursuit  that  arose  uniquely  endowing  society  a  combination  of
traditional  and contemporary approaches.  Technical  know-how has become the
foundation  of  every  single  thing  in  today's  hypercompetitive  realm.  Also,  AI
(Artificial Intelligence) has empowered education and education techniques like
Examination  Integrity,  Plagiarism  Detection  Chatbots  for  enrollment  and
retention, LMSs, faculty lecture transcription, improved online discussion boards,
student  success  metrics  analysis,  and  academic  research  [3].  AI  is  boosting
personalized  learning  plans  and  educational  tracks  for  students,  encouraging
tutoring  by  assisting  students  in  honing  their  strengths  and  strengthening  their
weak  areas,  facilitating  rapid  interaction  between  teachers  and  students,  and
promoting universal 24/7 learning access. AI enables teachers to provide pupils
with  individualized  responses  to  pertinent  queries.  In  accordance  with  the
problems and inquiries they encounter in course materials and online sessions, it
also aids in students' education. Students can now communicate with teachers via
a more extensive mechanism. The Learning Management System (LMS) enables
educators to develop courses,  deliver instruction, facilitate communication, and
student participation in collaborative effort, appraise educational outcomes, and
provide  added  resources  for  students’  assistance,  thereby  assisting  schools  in
maintaining the integrity of their educational programs [4]. You may consolidate
all of your training materials, resources, personal development goals, assessment
results, and progress outcomes using an LMS. This has made things effortlessly
easy  to  check  which  activities  are  accomplished  and  by  whom.  Also,  the
identification of content was made effective, provided with continuous training.
Nearly all universities nowadays assert to have a plan in place to make use of the
potential  offered by the internet  or  other  digital  media  in  order  to  enhance and
develop  conventional  education.  In  the  middle  of  the  1990s,  when  the  World
Wide  Web first  appeared,  the  phrase  “e-learning”  was  invented,  creating  buzz.
Some predicted sweeping changes to the educational landscape or the demise of
conventional education as a whole. In the paper, we will discuss how multimedia
and various technologies have changed the traditional face of imparting quality
education.

MULTIMEDIA

The presentation of text, images, music, and video together with links and other
tools  that  enable  the  user  to  explore,  connect,  create,  and  converse  using  a
computer  is  known  as  multimedia.  The  concept  provided  above  includes  four
elements that are crucial to multimedia. They are:
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CHAPTER 8

Emerging AI Trends in Intelligent and Interactive
Multimedia Systems
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Abstract:  Intelligent  and  interactive  multimedia  systems  are  in  a  constant  state  of
evolution,  with  new technologies  and  developments  being  introduced  daily.  AI  is  a
fundamental  enabler  of  these  technologies,  providing  intelligence  and  interactivity
required to make them more useful and user-friendly. This article examines the current
state of AI-based intelligent and interactive multimedia systems, highlighting the most
promising  trends  and  obstacles.  Then,  we  explore  emerging  AI  trends  that  are
anticipated to play a significant role in overcoming these obstacles and enabling the
development of new and more complex intelligent and interactive multimedia systems.

Keywords:  Educational,  ICT,  Information  and  technology,  Multimedia,
Simulations,  Technology,  Teacher  training.

INTRODUCTION

With  the  use  of  artificial  intelligence  (AI)  algorithms,  we  can  generate  new
content, such as photographs, videos, and text. Explainable AI refers to the usage
of  AI  systems  that  can  explain  their  decision-making  process,  which  aids  in
establishing user confidence. The use of Multi-modal systems is intended to make
the  integration  of  several  modalities,  such  as  vision,  speech,  and  language,  to
provide interactions that are more realistic and human-like [1]. The following are
emerging AI trends for intelligent and interactive multimedia systems:

Deep Learning entails the application of deep neural networks to image and video
processing, natural language processing, and speech recognition.

Computer  Vision:  The  application  of  artificial  intelligence  systems  to  analyse,
comprehend, and interpret visual data from the real world, such as photographs
and videos.
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Natural  Language  Processing  (NLP)  is  the  use  of  artificial  intelligence  (AI)
systems to analyse, comprehend, and synthesize human language, such as speech
and text.

Reinforcement Learning: The application of artificial intelligence (AI) algorithms
that learn via trial and error, enabling systems to adapt and improve over time.

Fig. (1) explains Multimedia Intelligence, which focuses on the advancements and
developments in AI that aim to overcome obstacles in intelligent and interactive
multimedia systems.

Fig. (1).  Multimedia Intelligence [1].

There  are  a  number  of  AI  developments  aimed  at  overcoming  the  obstacles  in
intelligent  and  interactive  multimedia  systems,  including:  Natural  Language
Processing  (NLP)  that  is  used  to  enhance  the  interaction  between  users  and
multimedia  systems  by  permitting  them  to  communicate  in  natural  language.
Computer vision is used to allow multimedia systems to comprehend and interpret
visual  data,  such  as  photos  and  videos.  Deep  Learning  is  used  to  enhance  the
ability  of  multimedia  systems  to  learn  and  adapt  to  new  data.  Reinforcement
learning is used to enhance the decision-making abilities of multimedia systems
by permitting them to learn from their  experiences.  Generative  models  such as
GANs  and  VAEs  are  used  to  enhance  the  capacity  of  multimedia  systems  to
generate  and  create  new  content.  Explainable  AI  is  used  to  increase  the
interpretability  and  transparency  of  multimedia  systems,  making  it  easier  for
people to comprehend how and why the system makes certain judgments. Fig. (1)
depicts the MM intelligence in interactive systems.
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ROLE  OF  DL,  ML  IN  INTELLIGENT  AND  INTERACTIVE
MULTIMEDIA SYSTEMS

These  developments  aim  to  make  multimedia  systems  smarter  and  more
interactive  by  enhancing  their  capacity  to  comprehend,  process,  and  generate
multimedia  content.  Developing  intelligent  and  interactive  multimedia  systems
has numerous obstacles, including Natural language comprehension, which is the
capability of a computer system to comprehend and interpret human language in a
manner similar to that of a person. Multimodal integration is the incorporation of
diverse  modalities,  such as  text,  audio,  and video,  and the  interpretation of  the
information  they  supply.  Personalization  is  the  process  of  tailoring  user
experiences depending on their choices and behaviour. Interactivity is the design
of interfaces that are user-friendly and intuitive. Adaptability: the capacity of a
system to adapt to changing user circumstances and requirements. Scalability is
the  capacity  to  manage  big  volumes  of  data  and  a  large  number  of  concurrent
users.  Privacy  and  security:  safeguarding  user  information  and  protecting  the
system  from  harmful  attacks.  Fig.  (2)  depicts  that  AI  is  a  major  enabling
technology for interactive multimedia systems because it enables the development
of  intelligent  and  responsive  systems  that  can  adapt  to  the  users'  demands  and
preferences.

Fig. (2).  How multimedia promotes machine learning [2].

SPECIFIC APPLICATIONS OF AI

Natural  Language  Processing  uses  NLP  approaches  powered  by  artificial
intelligence.  Multimedia  systems can comprehend and respond to  user  input  in
natural language. This enables more natural and intuitive system interfaces, such
as voice commands and text-based queries. Computer vision techniques driven by
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